The multi-level $hp$-method for three-dimensional problems: dynamically changing high-order mesh refinement with arbitrary hanging nodes
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Abstract

One main challenge of the $hp$-version of the finite element method is the high implementational complexity of the method resulting from the added need of handling hanging nodes appropriately. The multi-level $hp$-formulation—recently introduced for two-dimensional applications—aids at alleviating these difficulties without compromising the approximation quality. This is achieved by changing from the conventional refine-by-replacement approach to a refine-by-superposition idea. The current work shows that the multi-level $hp$-approach can be extended naturally to three-dimensional refinement without increasing the complexity of the rule set ensuring linear independence and compatibility of the shape functions. In this way, a three-dimensional $hp$-refinement scheme is formulated, in which hanging nodes are avoided by definition. This ease of complexity allows for a highly flexible discretization kernel featuring arbitrary irregular meshes and a continuous refinement and coarsening throughout the simulation runtime. Different numerical examples demonstrate that—even in the presence of singularities—this novel refinement scheme yields exponential convergence with respect to both, the number of unknowns and the computational time. It is further shown that the refinement scheme is able to capture complex solution features that demand for three-dimensional refinement patterns. The dynamic discretization properties of the approach are demonstrated by continuously refining and coarsening the mesh during the simulation runtime to keep the refinement zone local to a moving singularity. Finally, it is shown that the high approximation power of the multi-level $hp$-scheme also carries over to curved geometries common in engineering practice without a significant detrimental effect on the conditioning of the stiffness matrix.
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1 Introduction

The efficient numerical simulation of complex physical problems often requires a local refinement of the spatial discretization in domains of interest. The $hp$-version of the finite element method ($hp$-FEM) meets this demand as it features both, a variable element size $h$ and a changing polynomial degree $p$. This allows to replace elements with a high error contribution near singularities with a set
of smaller elements. On the other hand, coarse elements with a high polynomial degree can capture the solution in regions with high regularity. This combination yields exponential convergence even in the presence of singularities as shown e.g. in [1–8]. The applicability of the method has been demonstrated in the context of various applications and was combined with other discretization techniques such as the discontinuous Galerkin (DGM) or generalized finite element method (GFEM) in e.g. [9–15].

However, the \( hp \)-method has not become the standard in engineering simulations. This may be attributed to the high implementational effort of the discretization kernel, which partially originates from the aforementioned “refine-by-replacement” idea [16, 17]. The difficulty of the approach is that shape functions of fine-scale elements have no corresponding counterpart in the coarse, unrefined neighbors as indicated in Figure 1. The resulting hanging nodes render the mesh irregular [18]. To still ensure the compatibility of the shape functions and thus the convergence of the method, interelement continuity has to be restored [19–21].

One possible solution is to also sub-divide adjacent elements. These elements then form the transition between the refined and coarse part of the mesh. As outlined in [22, 23], classical approaches in this context are the longest-edge-bisection [24–26], newest-vertex-bisection [27, 28], and the regular/red-green refinement [29, 30]. Although mesh regularity can be restored with these transition elements, the refinement spreads out and thus loses its local character [17]. Moreover, special care has to be taken to prevent distorted elements, which would decrease the approximation quality [23, 31]. Furthermore, the automatic creation of transition elements is challenging—in particular for three-dimensional problems where it typically demands for template solutions [32, 33].

An alternative approach is the constrained approximation. Here, the hanging fine-scale shape functions are expressed in terms of their corresponding large-scale parent. This allows to derive additional constraints that recover the interelement continuity. These constraints are incorporated in the assembly process to ensure compatibility. Different implementations of this process are described e.g. in [7, 8, 16, 18, 34, 35].

Although the constrained approximation approach is prevalent and has proven to yield excellent

![Figure 1: Multiply constrained modes occurring in classical \( hp \)-refinement strategies.](image-url)
results in various applications, it comes with a high algorithmic complexity \[16\]. The implementation becomes even more involved if the constraints have to be derived in terms of already constrained nodes \[7\]. For this reason, most \(hp\)-frameworks do not allow for these multiply hanging nodes. Instead, only 1-irregular meshes are considered \[7, 8, 18, 36–42\]. Although this reduces the implementational complexity, the refinement again loses its local character which introduces unnecessary degrees of freedom \[17, 43\]. Although different formulations have been derived that allow for arbitrary hanging nodes \[16, 17, 35, 43–45\], the initial refine-by-replacement idea remained unchanged such that these approaches still demand for a sophisticated discretization kernel.

An alternative to complex refine-by-replacement strategies is to refine by superposition. The essential idea is to superpose a coarse base mesh by a finer overlay mesh. While the coarse base mesh can capture the global solution characteristics, the fine overlay mesh increases the approximation quality in the domains of interest. The continuity of the solution can be ensured easily by applying homogeneous Dirichlet boundary conditions on the overlay mesh. Consequently, hanging nodes are avoided \textit{by construction}, which simplifies the refinement algorithm.

To the authors’ knowledge, the superposition approach was first introduced in the pioneering work of Mote in 1971 \[46\]. A comprehensive review of the method is given in e.g. \[47\]. The essential idea was to increase the approximation accuracy of global functions known from the Ritz method by overlaying conventional finite elements in domains of interest. This concept has been extended and applied successfully in the context of e.g. the hierarchic finite element method \[48, 49\], embedded localization zones \[50–52\], the \(hp\)-d-refinement method \[53\], the \(s\)-version of the finite element method \[55, 56\], and the adaptive local overlapping grid method \[59\]. Partition of Unity methods (PUM, \[60\]), like the eXtended- and the generalized FEM \[61, 62\], also apply a similar concept by introducing additional shape functions to capture special solution characteristics.

The multi-level \(hp\)-method—recently introduced in \[63\]—utilizes the refine-by-superposition concept to formulate an \(hp\)-version of the finite element method, which a) circumvents the implementational difficulties caused by hanging nodes and b) yields the same approximation accuracy as conventional \(hp\)-methods. As shown in \[63\] for two-dimensional applications, the multi-level \(hp\)-formulation yields exponential convergence also in the presence of singularities. At the same time, the discretization kernel can be kept flexible allowing for a dynamic change of the mesh structure during the simulation. This renders the multi-level \(hp\)-approach as a suitable alternative for conventional \(hp\)-approaches if the desired accuracy lies in the target range of \(hp\)-FEM.

In the present work, the multi-level \(hp\)-method is extended to three-dimensional problems. For this purpose, Section 2 describes the idea of the formulation and its extension to higher dimensions in more detail. In Section 3, implementational aspects are addressed, showing that the rule-set ensuring compatibility and linear-independence of the three-dimensional shape functions is as simple as in two dimensions. The numerical examples presented in Section 4 demonstrate that exponential convergence can be obtained for three-dimensional examples containing singular points or steep gradients. The method is also applied to a transient problem, in which a moving singularity traverses through the domain. Keeping the refinement zone local to the moving singularity requires to continuously refine and coarsen the discretization throughout the runtime of the simulation. A fourth example demonstrates that the advantageous approximation properties of the proposed method also carry over to curved geometries common in engineering practice. The work closes with a concluding outlook in Section 5.

2 Multi-level \(hp\)-refinement

As mentioned in the previous section, the multi-level \(hp\)-approach improves the approximation quality by \textit{superposing} coarse base elements with finer overlay elements. Hence, the final approximation is
composed of a large-scale base mesh solution \( u_b \) and the fine-scale overlay solution \( u_o \):

\[
   u = u_b + u_o.
\]  

In the context of the multi-level hp-approach introduced in [63], this idea is used to avoid hanging nodes occurring in classical hp-formulations. To this end, the large-scale solution \( u_b \) is discretized using a coarse, high-order base-mesh, while the fine-scale solution \( u_o \) is discretized by smaller overlay elements in the domain(s) of interest. These finer elements themselves can be refined again by hierarchically superposing multiple levels of overlay meshes recursively, giving the method its name. This conceptual idea of the multi-level hp-method is depicted in Figure 2.

When following this hierarchical decomposition approach, it is essential to ensure a) linear independence and b) compatibility of the basis functions. Both of these requirements can be met without difficulty:

**Linear independence** To ensure linear independence, coarse-scale basis functions must not be representable by a linear combination of fine-scale overlay functions. This can be achieved easily by

![Figure 2: Conceptual idea of the multi-level hp-method following [63].](image-url)
first arranging the overlay elements such that they do not overlap multiple parent elements. Further, using integrated Legendre shape functions, the basis functions can be associated directly to the nodes, edges, faces and solids of the mesh in the sense that the functions are non-zero on only one of these components and zero on all others (see Figure 3). This allows to easily remove selected shape functions from the discrete functions space by deactivating the respective topological component. Within this structured setting, linear independence can then be guaranteed by deactivating all topological components with active sub-components.

In the one-dimensional case depicted in Figure 2a, this translates to shifting all high-order shape functions from the refined base elements to the leaf-elements of the refinement tree. On the respective parent-level, only nodal modes remain active to ensure the global continuity of the solution. The same concept also carries over to the two- and three-dimensional settings. In these cases, the edge-, face-, and internal-modes of overlayed elements have to be deactivated as shown in Figures 2b and c.

**Compatibility** Given a variational index $m$, the compatibility of the discretization demands $C^m$-continuity of the shape functions within each element and $C^{m-1}$-continuity across the element boundaries [19, 21]. For the Laplace-based problems considered in this work ($m = 1$), this translates in $C^1$-continuity within elements and $C^0$-continuity between elements. As piece-wise polynomial functions are used for the approximation, the basis functions are $C^\infty$-continuous within each element by construction. The inter-element continuity can be ensured easily by applying homogeneous Dirichlet conditions on the boundary of the overlay meshes. This constrains the overlay solution $u_o$ to zero on the boundary of the refinement zone, which ensures $C^0$-continuity between elements and thus the compatibility of the basis functions.

In the one-dimensional case depicted in Figure 2a, this translates to deactivating all overlay nodes on the boundary of each refinement level. As all remaining shape functions of the respective level are zero on the boundary, the $C^0$-continuity of the solution is guaranteed. This approach naturally extends also to higher dimensions. In the two-dimensional case depicted in Figure 2b, the compatibility is ensured by deactivating the respective nodes and edges on the boundary of the refinement level. Only when this boundary coincides with the boundary of the physical domain, the respective components stay active, as no continuity has to be ensured in this case. As shown in Figure 2c, the same idea also applies in the three-dimensional setting. Here, all nodes, edges, and faces on the boundary of the refinement zone have to be deactivated. In this way, the problem of hanging nodes is avoided by construction, as no degrees of freedom are present on the boundary of the refinement zone.

In addition to the element size $h$, the polynomial degree $p$ of the shape functions can be varied. To obtain an optimal convergence, fully automated $hp$-frameworks make use of a regularity estimator to automatically adapt the polynomial degree. A detailed comparison of different approaches is given in
Figure 4: Comparison of different approaches for hierarchical, high-order refinement.

e.g. [67]. The application of these methods in the context of the multi-level hp-approach is a subject of current research. For this reason, the examples presented in this work use one of the a priori setups depicted in Figure 4. On one end of the spectrum, only elements with linear shape functions are used for the overlay as shown in Figure 4a. In this case, the high-order shape functions on the refined base elements can remain active without introducing linear dependencies between the levels. With this distribution, the multi-level hp-approach is identical to the hp-d-refinement strategy introduced in [54] and extended in [66, 68–74]. The other end of the spectrum—depicted in Figure 4c—is formed by the aforementioned possibility of shifting all higher-order modes to the leaves. In this case, the distribution is uniform on the finest elements. One intermediate possibility illustrated in Figure 4b is a graded approach. Here, the polynomial degree is decreased when increasing the refinement level. This strategy mimics the graded mesh design, in which small, low-order elements are used near singular points, whereas coarse, high-order elements capture the solution in regions where it is smooth [64].

Besides allowing for a simplified handling of hanging nodes, the idea of performing an overlay hp-refinement also has a positive effect on the numerical properties of the resulting finite element equation system. This shall be exemplified using the following singular benchmark problem introduced in [1]:

Find $u$ such that $u'' = -\alpha(\alpha - 1)x^{\alpha - 2} \quad \forall x \in (0, 1)$ \hspace{1cm} (2a)

with $u(0) = 0$, $u'(1) = 0$ and $\alpha = 0.65$. \hspace{1cm} (2b)

The analytical solution of this boundary value problem is given by

$$u(x) = -x^\alpha + \alpha x \quad \forall x \in [0, 1].$$ \hspace{1cm} (3)

The singular nature of the analytical solution demands for the use of an $hp$-refinement to achieve an exponential convergence of the approximation error. To this end, the element size is graded geometrically towards the origin in a ratio of $q = 0.5$, and the polynomial degree of the ansatz functions is elevated linearly away from the singularity [2].

As illustrated in Figure 5a, this mesh design yields an exponential decay of the approximation error, which is identical for both, the classical and the multi-level $hp$-strategy. This is not surprising as both approaches construct the same ansatz space—at least for one-dimensional problems.

However, the different basis functions used by the two approaches lead to a significant difference in the condition number of the resulting stiffness matrix as illustrated in Figure 5b. While the condition
Figure 5: Comparison of classical and multi-level $hp$-FEM.

Figure 6: Comparison of sparsity patterns obtained using the classical and the multi-level $hp$-version of the finite element method (Number of unknowns: 22).
number of the classical $hp$-approach is monotonically increasing, the multi-level $hp$-approach yields a constant condition number $\kappa = 1$ for all discretizations. This improved characteristic partially originates from the orthogonality property of the used integrated Legendre shape functions. Interestingly, the same property applies to the superposed, fine-scale hat functions as these are orthogonal to all shape functions on all other refinement levels. Therefore, the multi-level $hp$-approach yields an almost fully orthogonal $hp$-basis when starting the analysis with one base element. Only the coarse linear shape functions on the base mesh remain non-orthogonal. Hence, the resulting stiffness matrix is almost diagonal with only two off-diagonal entries resulting from the two linear shape functions the base mesh, cf. Figure [6b]. After applying the Dirichlet boundary condition and performing a Jacobi pre-conditioning, the basis is fully orthonormal and the condition number is independent of the number of elements.

The situation is fundamentally different when using the classical refine-by-replacement approach. Here, all linear shape functions are non-orthogonal, resulting in more off-diagonal entries in the stiffness matrix as illustrated in Figure [6a]. Accordingly, the simple Jacobi pre-conditioning is not sufficient to fully orthonormalize the stiffness matrix. This leads to a constant growth of the condition number when refining the discretization.

Just as for the integrated Legendre shape functions, the orthogonality properties of the superposed hat functions do not carry over directly to cases involving more complex geometric domains in higher dimensions. For this reason, the solvability of the final equation system for such applications is studied for three-dimensional problems with curved geometries in Section [4].

Before addressing these aspects, the following section outlines the implementation of the discussed rule-set for a compatible and linear independent $hp$-basis.

### 3 Implementational aspects

As previously discussed, the main challenge in the multi-level $hp$-approach is to ensure linear independence and compatibility of the basis functions. This is achieved by first associating all shape functions spanning the approximation space to topological components of the mesh and then by activating and deactivating the “right” topological components. The following section describes the simple rule-set for this purpose in the context of an abstract object-oriented FEM-code. The outline follows the description given in [63].

#### 3.1 Data structure

It is assumed that the connectivity of the mesh is represented by the different topological components: nodes, edges, faces, and solids. In an object-oriented framework, this corresponds to four separate classes, which inherit from a common base-class as depicted in Figure [7]. This allows to treat the different types in a common way, since most of the implementation can be placed in this base-class. The main responsibility of the topology is the management of the degrees of freedom. This is reasonable in the context of higher-order FEM, as the shape functions can be identified as nodal-, edge-, face-, or internal-modes (see e.g. [65] and Figure [3]). Hence, the degrees of freedom are

![UML representation of the multi-level $hp$-data structure following [63]](image.png)
associated to the topological components of their respective shape functions. The individual finite elements can then be defined on the topological components of the highest dimension—solids in 3D. Using the information provided by this topological support, the element constructs its ansatz-space.

Within this setup, individual components can be deactivated easily by setting the associated polynomial degree to zero. Accordingly, no degrees of freedom will be allocated by the respective component, and the finite element class will not compute the corresponding shape functions. This allows to easily remove individual shape functions from the ansatz space.

To select the correct components for deactivation, the element has to know the topological support it is defined on. Conversely, the individual components hold a list of adjacent elements. In Figure 8a this is depicted exemplarily for one node and one edge by arrows pointing to the respective neighboring elements.

The data structure is completed by extending it in a tree-like manner. In this way, every component holds a reference to its sub-components. Similarly, the element knows its sub-elements. The generation of the refined objects is described in the next section.

3.2 Refinement procedure

Based on the data-structure introduced in the previous section, refining the discretization demands for subdividing the topology and the elements. The individual steps are shown in Figure 8. To reduce the complexity of the figure, the depiction is limited to the refinement of two-dimensional quadrilateral elements. However, this is no limitation of the algorithm itself.

To refine the topology, first the nodes and then the edges, faces and—in case of three-dimensional applications—also the solids are subdivided. For this purpose, new topological components are created, which overlay their respective parent in the next refinement level as illustrated in the

![Figure 8: Implementation steps of multi-level hp-FEM following [63]. The arrows depict the adjacency relation between the created topological sub-components and the elements.](image)
Figures 8b-d. The list of adjacent elements is inherited from the respective parent. At this point, the sub-topologies are, therefore, still regarded as being connected to the original base elements. This is indicated by arrows pointing from the new components to the base elements in the Figures 8b-d.

An important decision at this point is whether to define the sub-topologies geometrically in the physical space or in the reference/index space of their parent. Defining the sub-topologies in the physical space offers the advantage that, in addition to the refinement of the actual solution space, also the details of the geometric model can be enhanced. However, if a refined geometric model is not available, the definition of the sub-components in the index space of the respective parent offers the advantage that the refined topology naturally follows the geometry of the possibly curved original component.

Without loss of generality, the latter approach is chosen in this work. As illustrated in Figure 9, the mapping between the local space $\Omega_k$ of a sub-component on refinement level $k$ and the global space $\Omega$ is a concatenated sequence of mappings:

$$\Psi = \Psi_0 \circ \Psi_1 \circ \ldots \circ \Psi_{k-1} \circ \Psi_k. \quad (4)$$

This sequence of mappings has to be taken into account when computing the derivatives of a function $\phi$ defined in $\Omega_k$ with respect to the global coordinates $x$. In case of the first derivative, the chain rule has to be applied as follows:

$$\frac{\partial \phi}{\partial x_i} = \frac{\partial \phi}{\partial \xi_k} \cdot \frac{\partial \xi_k}{\partial \xi_{k-1}} \cdot \ldots \cdot \frac{\partial \xi_1}{\partial \xi_0} \cdot \frac{\partial \xi_0}{\partial x_i}. \quad (5)$$

Here, $\xi^k$ denote the index coordinates of the $k^{th}$ refinement level. Using the inverse of the Jacobian matrix $J_k$ of the mapping between the levels $k-1$ and $k$:

$$J_{ij}^k = \frac{\partial \xi^k_i}{\partial \xi^k_j} \quad \text{with} \quad J_{ij}^0 = \frac{\partial x_i}{\partial \xi^0_j}, \quad (6)$$

the above expression (5) can be re-written in matrix form as follows:

$$\nabla_x \phi = J_0^{-1} \cdot J_1^{-1} \cdot \ldots \cdot J_{k-1}^{-1} \cdot J_k^{-1} \cdot \nabla \xi^k \phi. \quad (7)$$

After the topology has been refined, new sub-elements are created. In one-dimensional applications, the new elements are defined on sub-edges, whereas sub-faces and sub-solids serve as the support in two- and three-dimensions, respectively. As noted in Section 2, these new sub-elements do not replace the base element but overlay it instead. Therefore, the coarse elements are not removed from the mesh but still exist in the lower levels. However, they are de-registered from the adjacency lists of the newly created sub-topology, and the new sub-elements are registered instead. Hence, topological
components on the boundary of the refinement zone are connected to elements on different levels as depicted in Figure 8e. This information is essential for the rule-set of the deactivation process, which will be described in the next section.

3.3 Rule-set for a linear-independent and compatible basis

As outlined in Section 2, the compatibility and linear independence is ensured by deactivating the “right” topological components. Using the setup described above, these components can be selected based on the following simple rule-set:

**Compatibility** is ensured by deactivating all topological components whose adjacency list contains finite elements of different levels. In this simple way, all overlay components on the boundary of the refinement zone have no degrees of freedom. Hence, the overlay solution $u_o$ is zero at the transition between the coarse and fine discretization, which ensures the inter-element $C^0$-continuity.

**Linear independence** of the shape functions is ensured by deactivating all topological components that have active sub-components. Furthermore, all direct successors of base nodes are deactivated.

These two rules automatically also activate the correct topological components on the boundary of the physical domain. As here the components are only connected to refined elements, they are activated without additional adjustment.

Furthermore, the adjacency information automatically updates when the adjacent element is refined as shown in Figure 8f. In this way, the sub-components can be re- or deactivated without difficulty by following the aforementioned simple rule-set. Multiple refinement levels can be handled easily by applying the algorithm recursively on the newly created sub-elements.

3.4 Numerical integration and evaluation of shape functions

Another aspect to be considered in the context of the multi-level $hp$-approach is the correct numerical integration of the stiffness matrix. Due to the previously discussed hierarchical superposition, the final set of shape functions is only $C^0$-continuous within the base elements. Therefore, applying conventional Gaussian quadrature on the support of the base element is not sufficient. Instead, the integral has to be evaluated separately on the leaf domains of the refinement tree as shown in Figure 10. For this purpose, the hierarchical structure of the overlays can be exploited: as each sub-element is fully contained within one parent element, no complex subdivision of the integration
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Figure 10: Integration of a multi-level element following [63].
domain is necessary. This is different in case of an unstructured overlay approach as discussed in e.g. [58]. Within the integration domains, the shape functions are polynomial. Thus, conventional Gaussian quadrature can be employed. On each of the resulting quadrature points, the values of all non-zero shape functions can be concatenated into one vector. With this active shape function set, the assembly of the finite elements can proceed as usual.

4 Numerical examples

Having introduced the essential idea and outlined the implementational aspects in the previous sections, the following section analyzes the approximation quality of the proposed method. To this end, the convergence characteristics of the refinement scheme in the presence of a singularity are evaluated in a first example. The second example studies the applicability of the method in the context of solutions demanding for a complex, three-dimensional refinement pattern. In the third example, the dynamic mesh refinement capabilities of the approach are assessed by considering a traveling singularity, whose local resolution demands for continuous change of discretization throughout the simulation. In the last example, the applicability of the refinement scheme to non-Cartesian geometries is demonstrated.

4.1 Fichera corner singularity

The aim of this first example is to analyze the convergence properties of the multi-level \( hp \)-approach in the presence of a singularity. For this purpose, the Fichera corner problem depicted in Figure 11a is considered. Following e.g. [45, 75–77], the Laplace problem is defined as

\[
\Delta u = -\lambda \cdot (\lambda + 1) \cdot r^{\lambda-2} \quad \forall x \in \Omega \tag{8a}
\]

\[
\nabla u \cdot n = 0 \quad \forall x \in \Gamma_N \tag{8b}
\]

\[
u = r^\lambda \quad \forall x \in \Gamma_D, \tag{8c}
\]

with \( r \) being the radial coordinate

\[
r = \sqrt{x^2 + y^2 + z^2}, \tag{9}
\]

Figure 11: Setup and discretization of Fichera corner problem.
Figure 12: Numerical approximation of the solution and its gradient using four levels of multi-level $hp$-refinement and $p = 6$.

$n$ denoting the outward-pointing normal vector on the boundary and choosing $\lambda = \frac{1}{2}$.

The analytical solution to this partial differential equation reads

$$u = r^\lambda. \tag{10}$$

Due to the symmetry of the solution, only one octant of the Fichera corner domain is considered:

$$\Omega = (0, 1)^3. \tag{11}$$

The six faces of this unit-cube are split into a Dirichlet and Neumann part as follows

$$\Gamma_D = ([0, 1] \times [0, 1] \times \{1\}) \cup ([0, 1] \times \{1\} \times [0, 1]) \cup ([1] \times [0, 1] \times [0, 1]) \tag{12a}$$

$$\Gamma_N = ([0, 1] \times [0, 1] \times \{0\}) \cup ([0, 1] \times \{0\} \times [0, 1]) \cup ([0] \times [0, 1] \times [0, 1]) \tag{12b}.$$

As $\lambda$ is chosen smaller than one, the solution is singular at the origin $r = 0$. To assess the approximation quality of the proposed refinement scheme for this vertex-singularity, the error in the energy norm ($H^1$-semi norm) is considered:

$$||e||_E = \sqrt{\frac{\Pi_{\text{ex}} - \Pi_{\text{fe}}}{\Pi_{\text{ex}}}} \cdot 100\%. \tag{13}$$

Thereby, $\Pi_{\text{ex}}$ and $\Pi_{\text{fe}}$ denote the exact and approximated energy. In the present example, the exact
Figure 13: Convergence of singular cube example for different refinement configurations using a $2 \times 2 \times 2$ base mesh (used abbreviations: ref. = refinement(s), m.-l. $hp = \text{multi-level } hp$).

reference value reads

\[
\Pi_{\text{ex}} = \lambda^2 \int_{\Omega} r^{2\lambda-2} \, d\Omega \approx 1.48754835248779 \cdot 10^{-1}. \tag{14}
\]

For the numerical approximation of the solution (10), the domain $\Omega$ is discretized using a grid of $2 \times 2 \times 2$ elements. This base mesh is refined using the multi-level $hp$-approach to better capture the singularity. For this purpose, the refinement is steered geometrically towards the origin as depicted in Figure 11. The right hand side of the resulting discrete weak form is strongly over-integrated to accurately capture the singular, non-polynomial right hand side in (8a). The solution and the gradient computed with this setup are depicted exemplarily in Figure 12. In the following, the discretization is adapted using two different refinement strategies.

In the first approach, the solution is approximated using a mesh with a fixed number of refinements. The accuracy is increased by elevating the ansatz order of the leaf-elements uniformly as shown in Figures 4c and 11b. As depicted in Figure 13a pure $p$-enrichment on the coarse base mesh results in the expected algebraic rate of convergence [63]. This characteristic changes when elevating the ansatz order on a pre-refined mesh. Although the asymptotic convergence is still algebraic, the rates continuously increase over the first refinement steps until the polynomial degree exceeds an optimal value for the given mesh configuration. This S-shaped behavior corresponds to the characteristics of pure $p$-enrichment on a mesh graded towards a singularity [64]. It is important to note that the turning-point can be shifted to higher accuracy by choosing more refinement levels. This allows to achieve a desired accuracy with a high convergence-rate by choosing the number of refinements accordingly.

By changing the representation into a log $||e||-\sqrt[4]{N}$ scaling in Figure 13b the decay of the error appears linear until the asymptotic range is entered. Hence, the pre-asymptotic convergence can be
identified as being exponential in the following form:

\[ ||e||_E \leq C \exp\left(\gamma N^\theta\right) \quad \text{with } \theta = 1/4, \]

(15)

which matches the expectations of an *hp*-approximation in the presence of a vertex-singularity \[78,79\]. In this estimate, *C* and *γ* are constants independent of the number of degrees of freedom *N*. These results confirm the findings presented in \[63\] for two-dimensional applications and show that the multi-level *hp*-approach can also achieve exponential convergence for singular problems in three dimensions.

In the second refinement approach, both *h* and *p* are adjusted simultaneously to obtain exponential convergence also in the asymptotic limit. For this purpose, a graded *p*-distribution is chosen, where the ansatz order decreases linearly over the refinement levels as shown in Figure 11c. Thus, the fine elements near the singular point are of low-order, while the coarse elements use high-order shape functions to approximate the solution where it is smooth. For the convergence graph depicted in Figure 13, the accuracy is increased by introducing an extra level of refinement at the singularity, while the ansatz order of all other leaf elements is elevated. In this way, exponential convergence is obtained also asymptotically. Interestingly, the pre-asymptotic convergence obtained with the uniform multi-level *hp*-refinement is slightly better than the results of the graded approach. This indicates that the linear distribution of the ansatz order chosen for the graded approach is not the best choice possible. Therefore, the authors expect that the results can be improved by using more sophisticated error- and smoothness-indicator schemes. It is further noteworthy that the refinement scheme can be combined with the trunk space, described e.g. in \[64,65\], which yields a further increase of the convergence rates as depicted in Figure 13b.

The final aspect addressed in this study is the computational efficiency of the different refinement schemes. In particular, the cost of the additional overhead of the hierarchical meshes is of interest. To
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assess this point, Figure 14a depicts the decay of the error in the energy norm versus the time required to integrate and assemble the global stiffness matrix. The time needed for building the right-hand-side vector is not considered as the singular load function demands for a significant over-integration, which would distort the analysis. All measurements are performed using the same in-house code and a single thread on an Intel(R) Core(TM) i7-4790 CPU running at a clock speed of 3.60GHz.

The comparison presented in Figure 14a shows that the algebraic convergence character of a uniform order elevation carries over to the computational performance if $p$ is sufficiently high. In contrast, both $hp$-schemes show an exponential convergence. Although this exponential character is only slightly pronounced, the obtained convergence rate is significantly higher than the rate resulting from a pure $p$-refinement. For the present example, the three refinement schemes break even at an error level of about 1%. Beyond this point, the hierarchical $hp$-refinement achieves a higher accuracy than a pure $p$-elevation for the same computational time.

The second aspect to be considered is the solution of the finite element equation system. To this end, Figure 14b compares the number of conjugate gradient iterations needed to solve the respective equation system up to an accuracy of $10^{-15}$ using a Jacobi pre-conditioning scheme, cf. [80]. The depicted results demonstrate that, when using an $hp$-refinement, the number of necessary CG-iterations is not more than in case of a pure order elevation. This indicates that the use of high-order shape functions is dominating the overall convergence characteristic of the CG-scheme, and the use of finer overlay meshes has no negative effect.

4.2 Shock problem

The aim of the following example is to assess the applicability of the suggested $hp$-scheme to resolve sharp solution features. To this end, the well-known shock problem is considered by following e.g. [81].

The domain is defined as

$$\Omega = (0, 1)^3,$$  \hspace{1cm} (16)

and the radial coordinate is considered with respect to a shifted origin:

$$r = \sqrt{(x - x_0)^2 + (y - y_0)^2 + (z - z_0)^2} \text{ with } x_0 = y_0 = z_0 = -1/4.$$  \hspace{1cm} (17)

The manufactured solution is then defined as a shock-like function:

$$u = \tan^{-1}(\alpha(r - r_0)) \text{ with } r_0 = \sqrt{3} \text{ and } \alpha \in \{40, 80, 160\}. $$  \hspace{1cm} (18)

Here, the scalar factor $\alpha$ determines the sharpness of the shock. This solution is approximated by solving the following partial differential equation numerically

$$\Delta u = s \text{ } \forall x \in \Omega$$

$$\nabla u \cdot n = g \text{ } \forall x \in \partial\Omega,$$  \hspace{1cm} (19a, 19b)

in which the source term $s$ and the surface flux $g$ follow from the previously defined solution:

$$s = 2 \frac{\alpha}{rf} \left(1 - \alpha^2 \frac{r}{f}(r - r_0)\right) \text{ and } g = \frac{\alpha}{rf} \left[\frac{x - x_0}{y - y_0} \frac{y - y_0}{z - z_0} \right] \cdot n \text{ with } f = 1 + \alpha^2(r - r_0)^2.$$  \hspace{1cm} (20)

To render the solution unique, an additional Dirichlet boundary condition is applied at the point $(1, 1, 1)$. As in the previous example, the error is considered in the energy norm using the following
(a) Overlay mesh construction for the multi-level hp refinement.

(b) Numerical approximation of the gradient ($\alpha = 160$) using three levels of multi-level hp-refinement and $p = 5$

Figure 15: Local hp-mesh refinement for the shock problem.

reference values:

$$\Pi_{ex} = \int_{\Omega} \left( \frac{\alpha}{f} \right)^2 \, d\Omega$$

$$\Pi_{ex}(\alpha = 40) \approx 2.2385836360232 \cdot 10^1$$
$$\Pi_{ex}(\alpha = 80) \approx 4.48424691179860 \cdot 10^1$$
$$\Pi_{ex}(\alpha = 160) \approx 8.97291532487928 \cdot 10^1$$

For the numerical approximation of the solution, the domain is first discretized using $4 \times 4 \times 4$ elements. This base mesh is refined in the vicinity of the shock by superposing multiple levels of finer overlay elements. Similar to the previous example, the refinement is steered geometrically towards the surface of the sphere described by the shock ($r = r_0$). This results in the nested, three-dimensional mesh structure presented in Figure 15a. Figure 15b exemplarily depicts one numerical approximation computed on the locally refined discretization.

In the following, the convergence of the error in the energy norm is studied. To this end, the approximation accuracy is increased by elevating the polynomial degree of the shape functions uniformly while keeping the number of refinements fixed. In Figure 16, the convergence results are shown for a mild shock with $\alpha = 40$. In this setting, the pure $p$-extension on the non-refined base mesh already yields exponential convergence in the form

$$\|e\|_E \leq C \exp \left( \gamma N^{\theta} \right) \quad \text{with } \theta = 1/3,$$

which—according to e.g. [79]—is to be expected for the regular solution under consideration. However, the convergence rate can be further improved by using one- or two-mesh refinements. As shown...
Figure 16: Convergence of the shock problem ($\alpha = 40$) for different refinement configurations (used abbreviations: ref. = refinement(s), m.-l. $hp$ = multi-level $hp$).

Figure 17: Convergence of the shock problem ($\alpha = 80$) for different refinement configurations (used abbreviations: ref. = refinement(s), m.-l. $hp$ = multi-level $hp$).
in Figure 16b the finer elements in the vicinity of the shock increase the exponential convergence rate $\gamma$ by about 50%. When using three or more levels of refinement, the convergence rates decrease again because the finer elements introduce unnecessary unknowns, which over-resolve the mild shock. This observation is confirmed when increasing the sharpness of the transition to $\alpha = 80$ and 160, respectively, as shown in Figures 17 and 18. In these configurations, the width of the shock is significantly thinner. Thus, an accurate resolution demands for a small element size. Accordingly, the optimal number of refinement levels increases to three and four, respectively. Further $h$-refinement decreases the rates of convergence again.

4.3 Dynamic multi-level hp-refinement and -coarsening

The data structure outlined in Section 3 allows for a dynamic change of the discretization during the simulation runtime. The applicability of this feature is analyzed in the following third example. For this purpose, a linear elastodynamic problem is considered:

\[
\begin{align*}
\rho \ddot{u} &= \nabla \cdot \sigma \\
\sigma &= C : \varepsilon \\
\varepsilon &= \frac{1}{2} \left( \nabla u + \nabla u^\top \right)
\end{align*}
\]

with $\Omega = (-2, 2) \times (-1, 1) \times (0, 1)$.

Here, $\rho$ denotes the density, $\sigma$ the stress tensor, $C$ the material tensor, $\varepsilon$ the engineering strain, and $u$ the displacement vector. For the present example, the density is chosen as $\rho = 7850 \text{ kg/m}^3$, the Young’s modulus as $E = 210 \cdot 10^9 \text{ N/m}^2$ and Poisson’s ratio as $\nu = 0.3$. Furthermore, the end time $T$ is set to 10 s.

Figure 18: Convergence of the shock problem ($\alpha = 160$) for different refinement configurations (used abbreviations: ref. = refinement(s), m.-l. $hp$ = multi-level $hp$).
As depicted in Figure 19 the domain is simply supported on the lower face:

$$u_z = 0 \quad \forall (x, t) \in \Gamma_D \times (0, T] \quad \text{with} \quad \Gamma_D = \{(x, y, z) \in \Omega : z = 0\}. \quad (24)$$

To prevent rigid body motions, the displacement is further fixed at two additional points as follows:

$$u_x = u_y = 0 \quad \text{on} \quad x = (0, 0, 0), t \in (0, T] \quad (25)$$

$$u_y = 0 \quad \text{on} \quad x = (2, 0, 0), t \in (0, T]. \quad (26)$$

A vertical traction

$$\sigma \cdot n = - \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \quad \forall (x, t) \in \Gamma_q(t) \times (0, T] \quad (27)$$

is applied onto the squared load surface depicted in dark gray in Figure 19:

$$\Gamma_q(t) = \{(x, y, z) \in \Omega : |x - P_x(t)| + |y - P_y(t)| \leq w/2, z = 1\} \quad \text{with} \quad w = \frac{5}{6}. \quad (28)$$

During the simulation runtime, the center point $P$—and with it the load surface—moves across the top surface of the domain as follows:

$$\begin{bmatrix} P_x(t) \\ P_y(t) \end{bmatrix} = - \begin{bmatrix} 1.0 \\ 0.5 \end{bmatrix} + \frac{t}{T} \begin{bmatrix} 2 \\ 1 \end{bmatrix}. \quad (29)$$

On the remaining part of the boundary

$$\Gamma_0 = (\partial \Omega \setminus \Gamma_D) \setminus \Gamma_q, \quad (30)$$

homogeneous Neumann boundary conditions are applied

$$\sigma \cdot n = 0 \quad \forall (x, t) \in \Gamma_0(t) \times (0, T]. \quad (31)$$
(a) No refinement \((p = 4, 4,131 \text{ unknowns})\)

(b) \(hp\)-d-refinement \([54, 66]\) \((p = 4, k = 6, 10,257 \text{ unknowns})\)

(c) Graded multi-level \(hp\)-refinement \(\text{(present approach, } p = 4, k = 6, 51,165 \text{ unknowns)}\)

(d) Uniform multi-level \(hp\)-refinement \(\text{(present approach, } p = 4, k = 6, 472,215 \text{ unknowns)}\)

Figure 20: Comparison of vertical stress distribution \(\sigma_{zz}\) at \(t = 38\%\) using different refinement strategies. For better visualization, the deformation is magnified by a factor of \(5 \cdot 10^{10}\). Used abbreviations: \(p\): polynomial degree of shape functions; \(k\): number of refinement levels.

To complete the problem definition, the initial displacement and velocity are set to zero:

\[ u = \dot{u} = 0 \quad \forall x \in \Omega, \ t = 0. \] (32)

For the numerical approximation of the solution, the multi-level \(hp\)-approach is combined with the Newmark time-stepping scheme using 48 time steps \([20, 21, 82]\). In a first approach, the spatial domain \(\Omega\) is discretized by \(4 \times 2 \times 2\) elements of order four. To avoid any side-effects resulting from the numerical quadrature of the discontinuous traction \([27]\), a high-resolution integration mesh of \(64 \times 64\) integration cells per element is used to accurately capture the load on the top surface. This integration mesh is used for all following mesh refinement configurations.

From the boundary condition \([27]\) applied on the top surface, it is evident that the vertical stress \(\sigma_{zz}\) on the top surface should be \(-1\) within the load surface \(\Gamma_q\) and zero outside. Any deviation from this expectation can thus be identified as a discretization error.

As depicted in Figure 20a, the non-smooth solution cannot be represented with the coarse base-mesh. Although the high-order elements are able to capture the global deformation, the numerical stresses suffer from severe oscillations. In particular, the rectangular load surface cannot be resolved sharply. In Figure 21 this is visualized by depicting the vertical stress \(\sigma_{zz}\) along the diagonal path \(\overline{AB}\) across the top surface. Here, the four segments along the abscissa correspond to the boundaries of the four elements cut by the path. The figure demonstrates that the oscillations are not limited to the element incorporating the singular points. Instead, the error only decays after crossing multiple elements edges and thus spreads over large parts of the domain.

The accurate resolution of the discontinuous stress state thus demands for a local refinement that follows the moving traction. As depicted exemplarily for different time steps in Figure 22, the used superposition approach allows to refine elements as soon as the load surface \(\Gamma_q\) enters an element...
Figure 21: Vertical stress $\sigma_{zz}$ along top of the block (cut $AB$) at $t = 38\%$.

Figure 22: Vertical stress distribution $\sigma_{zz}$ at different time steps using the uniform multi-level $hp$-refinement strategy ($p = 4$, $k = 6$). For better visualization, the deformation is magnified by a factor of $5 \cdot 10^{10}$.
and to coarsen the discretization again when the singularity has left the element. This continuous change of the discretization allows the refinement zone to follow the moving discontinuity, which is traveling through the domain. Similar to the two the previous examples, the refinement is therefore guided by geometric information.

In a first step, the refinement is carried out following the \(hp-d\) approach (see e.g. \([54, 66]\) and Figure 4a). Here, the base mesh remains unchanged, and the accuracy is increased by superposing six levels of overlay-elements with linear shape functions only. The results depicted in Figure 20b demonstrate a significant improvement in the approximation quality. In particular, the edges of the load surface are resolved more sharply. However, as shown in Figure 21, the oscillations in the numerical stress solution are not bounded to the finest element level but still spread over large parts of the domain—although with a reduced amplitude. This remaining approximation error is explained by the simplified example depicted in Figure 23. Here, the standard basis is formed by the two nodal modes and one quadratic mode. Following the \(hp-d\)-refinement idea, one linear overlay mode is added to increase the approximation accuracy. The final basis is thus composed of a piece-wise linear contribution \(u_1\) and a higher-order contribution \(u_2\):

\[
 u_{\text{num}} = u_1 + u_2. \tag{33}
\]

Motivated by the discontinuous stress field considered in the current example, the linear contribution \(u_1\) is used to approximate a function \(u\) with a discontinuous derivative in Figure 23b. In the depicted scenario, the additional linear overlay mode breaks the \(C^\infty\)-continuity of the shape functions in the middle of the coarse base element. Thus, the derivative on the left and the right part of the element

![Figure 23: Approximation of singular function using the \(hp-d\)- and the multi-level \(hp\)-refinement strategy.](image)

would not be matched on either side of the discontinuity. However, the multi-level \(hp\)-approach depicted in Figure 23d demonstrates that the residual is captured exactly on the right side of the coarse element, thus limiting the approximation error to the left side.

![Diagram](image)
can be approximated independently. For the chosen example, the numerical solution is even exact on the right part of the element. However, the remaining residual in the left part of the element cannot be reduced by the single quadratic mode $u_2$ as this function has support on the original coarse element. Accordingly, any contribution of this global mode will degrade the solution on the right part again as indicated in Figure 23c. This deficiency cannot be compensated by simply increasing the number of refinements since the high-order shape functions remain on the coarse base element. Thus, the $hp$-d refinement only breaks the continuity of the shape functions, while their support remains unchanged. Therefore, the superposition of a linear mode does not correspond to an $h$-refinement of the high-order base element.

This is fundamentally different when using the graded or uniform multi-level $hp$-approach as illustrated in Figure 23d. Since the high-order shape functions are moved from the base to the leaf-elements, their support is minimized. Only this corresponds to a high-order $h$-refinement and yields a substantial increase of the approximation quality as shown in Figures 20c and 21. Both versions of the method limit the spread of the oscillations. In particular the uniform multi-level $hp$-approach renders the traction surface extremely sharp, whereas the graded refinement strategy appears to be a good compromise between accuracy and efficiency.

### 4.4 Multi-level $hp$-refinement for curved geometries

The aim of this last example is to study the applicability of the suggested refinement scheme for more complex examples including curved geometries. To this end, the three-dimensional extension of the Girkmann-problem [83] introduced in [84] is considered. This benchmark was already investigated in the context of shell formulations [85], isogeometric analysis [86–88], T-splines [89], and adaptive volumetric shells [90, 91].

The geometric and mechanical properties are depicted in Figures 24a and b. Due to the symmetry of the problem, only one quarter of the shell is considered. Accordingly, the respective displacements normal to the $yz$- and $zx$-planes are constrained to zero. The stiffener is supported at the bottom surface by constraining the vertical displacement $u_z$ to zero. The structure is loaded by self-weight.
and a pressure $q$ on the outer surface of the shell and the stiffener.

For the numerical approximation of the resulting deformation, the domain is first discretized using six high-order, hexahedral elements depicted in Figure 24c. As shown in [84], such a coarse base mesh is capable of capturing the global deformation state accurately. Due to the applied load, the vertical displacement $u_z$ is constant along the latitude. Hence, the use of linear polynomials in this direction is sufficient. For this reason, the displacement is approximated by a trunk tensor space formed by the following polynomial degree template

$$P = \begin{bmatrix} u_x & u_y & u_z \\ r & p & p & p \\ s & p & p & p \\ t & p & p & 1 \end{bmatrix}.$$ (34)

Here, $p$ denotes the polynomial degree used for the remaining solution components. The variables $(r, s, t)$ represent the coordinate directions in the reference space of the element, where $t$ corresponds to the latitude direction.

To capture the expected singularity, the base discretization is refined at the connection between the shell and the stiffener by superposing three levels of overlay elements as shown in Figure 24c. As the overlay elements are defined in the index space of their corresponding parent elements, the shape of these fine elements naturally follows the curved geometry.

The approximation obtained with the refined discretization is depicted in Figure 25. The results show that the coarse base mesh efficiently captures the global deformation and the resulting state of stress. At the same time, the local refinement accurately resolves the stress concentration at the re-entrant corner.

To assess the quality of the numerical approximation in more detail, displacements and stresses are recorded at the points labeled $A$ and $D$ in Figure 24b. The results are compared to the reference...
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(a) Displacement magnitude at point A

(b) Von Mises stress at point A

Figure 26: Convergence of displacement and stress at point A.

Figure 27: Convergence of displacement and stress at point D.
Number of unknowns

Condition number κ

(a) Estimated condition number computed using the scheme suggested in [92] implemented in MATLAB condest.

(b) Number of CG-iterations necessary for solving the FE-equation system up to an accuracy of $10^{-15}$.

Figure 28: Comparison of computational performance for $p = 1 \ldots 10$ after application of a Jacobi pre-conditioner.

values presented in [84] in Figure 26 and 27. The comparisons show an excellent agreement of the convergence limits. This demonstrates that the advantageous approximation properties of the multi-level $hp$-scheme, observed for the simply-shaped benchmarks discussed in the previous sections, also carry over to complex geometries. The solutions obtained by [84] show a slightly faster convergence because Rank et al. used a problem-tailored mesh that was graded with a geometric progression of 0.15 towards the re-entrant corners. To achieve a similar performance, the presented scheme would need to be extended to also feature anisotropic refinement mimicking general geometric progressing factors. These extensions are subjects of ongoing research.

The final aspect to be considered is the computational performance of the suggested refinement scheme for this benchmark with a curved geometry. To this end, the condition number of the stiffness matrix obtained by the multi-level $hp$-refinement scheme is compared to the reference obtained by a pure $p$-elevation on the geometrically graded mesh used by Rank et al. in Figure 28a. The depicted results demonstrate that the hierarchical overlay approach yields a condition number that is in the same order of magnitude but slightly lower than the classically graded $p$-mesh. As shown in Figure 28b, this advantage is also reflected in the number of conjugate gradient iterations necessary to solve the respective finite element equation systems up to an accuracy of $10^{-15}$. These results indicate that the orthogonality properties observed for one-dimensional problem partially carry over to higher-dimensions.

5 Conclusion and outlook

The work at hand presents a three-dimensional $hp$-formulation of the finite element method, which a) circumvents the implementational difficulties caused by hanging nodes and b) yields the same approximation accuracy as conventional $hp$-methods. To this end, the multi-level $hp$-refinement scheme introduced in [63] was extended for three-dimensional applications. Instead of the conventional refine-
by-replacement idea, the current method refines the discretization by superposing the base mesh with finer overlay elements in the domains of interest. This change of paradigm avoids hanging nodes by definition, which significantly eases the implementational complexity of the scheme.

It was shown that the formulation derived for the two-dimensional setting in [63] naturally extends to volumetric meshes without increasing the complexity of the rule set for a linear independent and compatible finite element basis. In this way, a three-dimensional \( hp \)-formulation of the finite element method was derived in which hanging nodes do not pose a challenge. This allows for a highly flexible discretization kernel featuring arbitrary irregular meshes, which can be refined and coarsened continuously throughout the simulation runtime.

By means of the Fichera corner benchmark, the first example demonstrated that—even in the presence of a singularity—the suggested refinement scheme yields an exponential convergence of the approximation error with respect to both, the number of unknowns and the integration time of the stiffness matrix. In the second example, the refinement scheme resolved the sharp transition of a three-dimensional shock problem with high accuracy. It was shown that the scheme also yields excellent results in case of complex, three-dimensional refinement patterns and significantly increases the exponential rates of convergence. In the third example, the flexibility of the discretization kernel was exploited to resolve a moving singularity caused by a traveling discontinuous load. To this end, the discretization was refined and coarsened continuously to keep the refinement zone local to the current position of the singularity. The presented results demonstrate that this dynamic mesh sharply resolves the discontinuous stress field throughout the simulation runtime and efficiently prevents oscillations of the stress field to spread over large parts of the domain. In a fourth example, it was demonstrated that this high fidelity is not limited to block-like domains by applying the proposed refinement scheme to the hemispherical shell with stiffener benchmark introduced in [84]. It was shown that the refined elements naturally follow the curved geometry of the parent element. The obtained displacement and stress results showed excellent agreement with the reference values provided in the literature, which demonstrates that the advantageous approximation properties of the multi-level \( hp \)-scheme carry over to curved geometries. Further, the condition numbers obtained by the graded \( p \)-mesh used in [84] and the hierarchically refined mesh used in this work were compared. The results demonstrate that both schemes yield condition numbers in the same order of magnitude, with the condition number obtained by the hierarchical refinement being a factor two to four lower for the considered polynomial degrees. It was further shown that this advantage is also reflected in the number of conjugate gradient iterations necessary to solve the equation system.

In conclusion, the suggested refine-by-superposition idea is a valuable alternative to conventional refine-by-replacement approaches if the respective application can profit from the high accuracy achievable by \( hp \)-discretization schemes. Of course, this work does not provide a full-fledged analysis suite but rather gives a proof of concept leaving many points open. In the first place, this includes the optimization of the implementation to increase the computational performance of the discretization kernel. Further, the refinement has to be coupled with a suitable error and smoothness estimator to allow for an automatic adaptive refinement scheme. A third open point is the incorporation of different element types to allow for more than hex-only meshes. Also the types of refinement could be extended to feature also anisotropic refinement and arbitrary ratios for element sub-division. Further, the performance could be improved using \( p \)-FEM specific optimizations such as sum factorization [93], a suitable parallelization of the assembly procedure, or multi-grid solution techniques that exploit the hierarchical structure of the finite element basis. Another open point is the application of the refinement scheme to more complex physical problems, including but not limited to applications with large strains, contact, and crack-growth or problems in the field of fluid mechanics. Parts of these open points are subjects of ongoing research.
Acknowledgements

The authors gratefully acknowledge the financial support of the German Research Foundation (DFG) under Grant RA 624/22-1 and RA 624/27-1.

References


